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Abstract
Rapid growth in the deployment of VoIP applications increases the need for assessing quality of voice communication. The end users
expect the same quality of service as traditional telephone system, which is circuit switched. Since the network is originally designed
for data communication, VoIP users experience degradation in voice quality due to factors like latency, jitter, packet loss, bandwidth
etc. So it is important to conceal the packet loss, so that the end users can experience high quality communication. In this paper
we propose a receiver- based packet loss concealment mechanism by predicting the jitter buffer delay using Adaptive Neuro-Fuzzy

Inference System (ANFIS) model.
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1.INTRODUCTION

VoIP is the transmission of telephone services over IP-
based packet switched networks switched networks. Voice
conversations are converted to digitized data and packetized
for transmission across a network. Duration of the signal
contained in VoIP packet are typically between 10 and 40 ms
(B. H. Kim et al., 2013). Sender-side packet loss concealment
mechanisms are applied on the voice conversations and then
using a coder, the voice data is encoded and transmitted over IP.
A VoIP packet is transmitted every 10-30 ms. On the receiving
end, the packet is first stored in a jitter buffer to allocate late
packets. From jitter buffer the packet goes to output buffer,
from where it is taken for encoding. The architecture of VoIP
data transmission is shown in figurel.

Figl: VoIP Architecture of two end-point communication.
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The quality of VoIP systems vary widely because in principle,
the systems are not standardized as much as the conventional
circuit-switched telephone system. Voice traffic uses the
same network which was originally designed for data traffic.
There are systems that are merely digitized versions of the
conventional telephones with bandwidth approximately 50 to
3400 Hz. and there are systems that handle wide band speech
with bandwidth up to 7 KHz and higher (Huang et al., 2008).

Many factors affect quality of VoIP. Some of the parameters
are latency, jitter, jitter buffer, packet loss, bandwidth, choice
of speech codec etc. Since it is a real-time communication,

VoIP is sensitive to the delay due to the above factors and
retransmission of lost packets cannot be done. VoIP call can
tolerate up to 150ms end-to end delay in a single direction. The
value beyond this affects the quality of service. End-to-end
delay consists of processing delay, network delay and buffering
delay.

This paper focuses on voice quality improvement by reducing
jitter by adaptive playout of voice packets and thereby reducing
packet loss. Jitter is the variation of packet inter-arrival time. In
packet—based networks, the sender is transmitting voice packets
at regular intervals and these voice packets can be delayed and
not arrive at the same regular interval at the receiving side.
The difference between the expected time of packet arrival and
actual time is called jitter. In order to reduce jitter, a jitter buffer
is in used at receiver side to store the early received packets.
While waiting for the late packets, the early received packets
are waiting in the buffer for playing it out. In order to reduce the
buffer delay and packet loss due to discarding of late packets,
calculation of additional delay is to be incorporated. This task
is very difficult because of the imprecise nature of transmission
impairments in voice communications. In this research we
have used ANFIS for playout modelling of packets in VoIP
communications. An ANFIS system is generated to model the
above said system. ANFIS is a hybrid model of artificial neural
network and fuzzy logic system. The primary benefit of fuzzy
logic is its ability to identify non-linear relationships between
the input and output. Artificial neural networks are capable to
learn by changing the neuron interconnection weights and also
hence improve the performance. A hybrid approach is derived
by combining these two techniques to exploit the advantage of
both techniques (Roger Jang, 1993). The gain of using neural
network in ANFIS is that fuzzy decision-making is achieved
by training the neural network algorithm using membership
function parameter values. ANFIS can construct a set of
fuzzy if-then rules to generate proper membership functions.
Consequently, ANFIS can give better performance than the
application of fuzzy logic alone.
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This paper is organized as follows: Section 2 discusses
literature review and section 3 describes ANFIS model. The
modelling and implementation of voice packet delay prediction
method is described in section 4 and result analysis is discussed
in section 5. Finally the conclusion of proposed model is given
in section 6.

2. LITERATURE REVIEW

Different algorithms are proposed to minimise the trade-off
between buffer size and late waiting (Kim et al., 2013), (H.-
G. Kim & Lee, 2012), (Annual IEEE Computer Conference
et al., n.d.). An adaptive playout algorithm with delay spike
detection is described in (Shallwani & Kabal, n.d.). A buffer re-
synchronization algorithm based on silence skipping to prevent
unacceptable increase in the buffer preloading delay and even
buffer overflow is presented in. A classifier is developed that
learns to select the best equalization algorithm using learning
examples derived from subjective tests under limited network
and conversational conditions is proposed in (Huang et al.,
2008). A game theoretic approach for adjusting the jitter buffer
size for non-interactive communication and hence to reduce
packet loss is proposed by authors in (Chandran & Lingam,
2018a). The authors have studied the factors affecting the
quality of communication using a testbed in (Chandran &
Lingam, 2015 ICIP.). A statistical approach was proposed in
(Chandran & Lingam, 2018b) to minimise the packet loss in
real time communication.

Machine learning techniques have been widely used in a
variety of applications like medical filed for prediction (Mohan
et al., 2019). (Khan & Algarni, 2020) proposed heart disease
prediction model and (Yadollahpour et al., 2018) proposed
kidney disease prediction model using ANFIS technique.
A large collection of data set is to be evaluated and then the
evaluation value is to be assigned to each variant in building
applications. In or der to simplify this task, the authors have
applied ANFIS to prepare the expert opinions of different design
variants by grouping it into four main categories (Szafranko et
al., 2022). ANFIS is also used for prediction of food production
(Nosratabadi et al., 2021). (Al-qaness et al., 2021) studied air
quality and used ANFIS technology for forecasting air quality.
The authors have also proposed an optimization method
using Particle swam optimization and Slime mould algorithm
to improve the results of ANFIS. Hybrid machine learning
techniques are also applied in agricultural domains to

3. ADAPTIVE NEURO-FUZZY INFERENCE SYSTEM

ANFIS is a multilayer adaptive neural network-based fuzzy
inference system proposed by Jang (Roger Jang, 1993). It is
a kind of artificial neural network that is based on T-S fuzzy
inference system. By integrating both neural network and
fuzzy logic concepts in one model, it has learning capability
to adjust the member functions according to the training data
provided. Le., this model has learning capability of neural
network and decision taking ability of fuzzy system.

3.1 ANFIS Architecture

ANFIS architecture consists of five layer neural network. Each

layer has different functionalities. One input layer, one output
layer and multiple hidden layers. Both input layer and output
layers are adaptive in nature. Each layer passes its output the
successive layers. In the basic ANFIS architecture shown
in figl, there are two inputs, x and y and one output, f. The
membership functions of input x is Al and A2, and membership
functions of input y is B1 and B2. Only layer 1 and layer 4 are
adaptable. The two rules formulated for the model is:

Rulel: If X is A, and Y is B ; then f=p k, + q k,+1,
Rule2: If X is A, and Y is B,; then f=p k, + gk +1,

Where p,, ql, 1, q, and r, are linear parameters, and A, B, A,
B, are nonlinear parameters.

Fig 2: ANFIS 5 layer architecture (Roger Jang, 1993)
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Layerl: In layer 1 is the fuzzy layer in which each node
corresponds to the linguistic label, for which different member
functions are generated. The crisp values given as the training
data set is matched as the corresponding membership functions.
The membership function for node i of first layer is given as,

O, =n, (x) fori=1,2 or
O,; = Uy, (x) fori=3,4 where A and B, are the fuzzy sets.

The shape of the membership function is governed by the
following equation.

lJ'Ai (Xi) =1 /(1+[(X - Ciz) / ai]bi)

Where a, b, and ¢, are the premise parameters. These premise
parameters are updated during training process.

Layer2. Each neuron in second layer calculates the firing
strength of each rule using the output membership values from
layerl. This operation uses min or prod operator. The output of
this layer is represented as .

Oy = W=y () 1y *(uy (v) 11,2

Layer3: This layer is responsible for normalization of firing
strength. Each neuron in this third layer finds the normalized
firing strength by calculating the sum of firing strength passed
from layer 3. The normalized strength is calculated using the
following equation:

O, =1y (%) by *(py; (y) ,i=1,2
o) ,i=1,2

3

w/(w+w,)

Layer4: The neurons compute a parameter function on the layer
3 output and each node is adaptive in nature. Parameters in this
layer are called consequent parameters. This layer produces a
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defuzzified output to layer 5.
O,=w, f=w (px+qy+r)

Where p, q, and r; are consequent parameters and are updated
during the training process.

Layer5: The last layer is output layer. This consists of single
neuron which finds the summation of the outputs of layer 4
neurons.

OS,jzziW_i fiz Eiwifi/ziwi

During the learning of neural network, premise and consequent
modifiable parameters tune all the membership functions to the
given input/output training data. Fuzzy modelling procedure of
ANFIS makes the system to learn about the information given
in the training data set and then it computes the corresponding
membership functions parameters that best suited for the given
training data. The membership function parameters are tuned
using either back propagation algorithm or a hybrid learning
algorithm combining gradient descent back propagation and
Mean Least Squares optimization algorithm. Hybrid learning
algorithm consists of forward pass and backward pass.

During forward pass, node outputs go from first to fourth
layer and the premise parameters are fixed. The consequent
parameters are updated with least square estimates. During
backward pass the error signals propagate backward to layerl
and premise parameters are updated using gradient descent [6].
This way backward passing updates the premise parameters
and helps fuzzy sets to fit to layerl. Updating consequent
parameters fine tune the shape of membership function. Since
ANFIS is a neuro-fuzzy approach, membership functions
of initial FIS constructed is adjusted through iterations by
calculating function parameters, so that it best fits the model.
This learning process is implemented using the neural network
part of ANFIS.

4. MODELLING OF VOICE PACKET DELAY
PREDICTION

In this research we have modelled ANFIS to predict the playout
time of voice packets in jitter buffer to reduce packet loss due to
jitter in voice communication. The first step in modelling using
ANFIS is the construction of initial approximate FIS using the
training data and then improved through the learning process.
The training data should include as many delay calculation
parameters for a better result. Using the forwards pass and
backward pass of the learning algorithm, the initial FIS learn
from the given training data set and adjust its membership
function parameters which fine-tune the FIS to track the given
input/output data. This makes the FIS to model the given input/
output data for the given set of parameters. The membership
functions associated with the FIS will adjust through the
iterations of the learning process, so that the FIS is tuned to
have the best fit one.

In this study, total 100 experimental data were collected from
different VoIP conversations and their corresponding arrival
time and jitter is extracted from the data (Chandran & Lingam,
2018b). This input/output data set is used by ANFIS to train
and test the system purpose for predicting the adaptive delay in
jitter buffer to conceal the voice packet loss. Out of 100 data we
have collected, we used first 60 data for the training the system
and remaining for testing. Membership function parameters
are updated and FIS model is constructed using the training
data set. The test data is used to determine the termination of
training by preventing over-fitting.

We have used two parameters packet arrival time, PA, and delay
of previous packet, D, | for the implementation of our model.
estimates the buffer delay of current packet based on the
arrival time of previous packet arrived and the delay identified
for that packet in jitter buffer. Once the delay is estimated, we
can calculate the time at which the packet is played.

The jitter of i packet, j, , is calculated as,

j=dn -dn = (tr, -ts)-(tr,, -ts; )

where dn,, rn, and ts, are the network delay, receiving time and
sending time respectively. Network delay is the time taken

by a packet to travel from sender side to receiver side. It is
calculated as,

dn=tr, —ts,

Total delay experienced by the packet, is the sum of buffering
delay, dbi and network delay and is given as:

dt=db+ dn,

In our study, ANFIS was implemented by using MATLAB
and grid partition was used for generating the fine tuned FIS
through 100 epochs. Different parameters are considered for
finding the adaptive playout time of a voice packet. One of the
main parameters is jitter. The inter arrival time between packets
are small in normal delays, but sudden large increase in the
packet delay results in spike delay. In order to solve the jitter
buffer overflow due to spike delays, the delay can be evenly
distributed among all packets within a talk-spurt. For that we
have considered the arrival time and delay experienced by the
previous packet is considered as the inputs of the system to
be modelled and output is the delay to be experienced by the
current packet. ANFIS trains the prediction model using the
given input data as part of the training data set. In order to get a
more accurate model, the training data and test data are evenly
distributed across the experimental data set. We have stored
both training data set and testing data set in excel worksheet
with first two columns as input and last column as output data.
Since matlab and excel is interfaced, we can directly read
data from excel to matlab using xIsread(). We have used bell
shaped member functions are used to construct the FIS and
grid partition method is used as the input partitioning method
to create rule base. Using genfis1(), we have created the initial
FIS structure with three membership functions and each
membership functions represents the linguistic labels of the
input / output data. After creating initial membership functions,
anfis command in matlab is used to train the system and
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evalfis() is used to study the performance of the trained system.

The ANFIS parameters, premise parameters and consequent
parameters, are optimized using hybrid learning algorithm,
which is a combination two methods, gradient descent back
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propagation and Mean Least Squares optimization algorithm.
ANFIS model structure after training the system is shown
below in figure2. We have implemented the model with three
membership functions for each input.

Fig 3: ANFIS model structure of the proposed system

In figure2 the inputs, PA, , D, and are represented in layerl
using two nodes. Each input corresponds to three linguistic
labels, small, medium and high and these linguistic labels
are represented using three bell shaped member functions in
layer2. Each node in this layer calculates the firing strength of
each rule using the output membership values obtained from
layerl. Each node in layer3 finds the normalized firing strength
by calculating the ratios of the rule’s firing strength to the
sum of all the rules firing strength. Node i in layer 4 compute
the contribution of i rule toward the overall output. Layer5
consists of a single node, which computes the overall output
as the summation of signals from layer4. This forward pass in
learning process is implemented using least square method
and during this forward pass the consequent parameters in
layer 4 are computed. If the error is larger than the threshold
value, then the backward pass using gradient descent learning
algorithm updates premise parameters in layerl. Thus the
membership function parameters are tuned using a hybrid
learning algorithm during learning process of ANFIS.

5. RESULTS AND DISCUSSIONS

Root Mean-Squared Error (RMSE) between the ANFIS
prediction and system output is calculated. It is assumed that
to achieve a lower RMSE during the epochs, the input selection
of ANFIS model is done with smallest RMSE after first epoch
of training. At each epoch, an error measure between actual
and desired output is reduced. Training stops when either the
predefined epoch number or error rate is obtained. ANFIS
training parameters are depicted in table 1.

Table 1. ANFIS parameters

Sr. No. | ANFIS Parameter Description Value
1 Number of nodes 35
2 Number of linear parameters 27
3 Number of nonlinear parameters 18
4 Total number of parameters 45
5 Number of fuzzy rules 9

Fig 4: Surface view of ANFIS mode

Rate of error after training the ANFIS model is calculated
by finding the difference between evalfis() output and target
output. This error rate is shown in figure 4 and the RMSE (Root
Mean Square Error) calculated in each epoch is shown in figure
6. Figure 7 shows the error histogram compared to Normal
distribution.
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From the graph we can see that the actual values and ANFIS
predicted values are in close agreement with each other. Thus
the ANFIS is trained according to the training inputs. Now we
can use this trained model to predict the jitter buffer delay of
voice packets for the adaptive playout to conceal the packet
loss.

Fig 5: Error Rate
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Fig 7: Error histogram compared to Normal distribution
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6. CONCLUSION

This study focuses on the development of a machine learning
approach to predict the jitter delay time in VoIP communications
to avoid packet loss, and thereby improving the quality of
communication. Since VoIP is based on IP network and it does
not guarantee end-to-end delay, jitter and packet loss. Due to
delay in arriving voice packets at the receiver side, the packets
are considered as lost or discarded. A jitter buffer is used at
the receiver side to temporarily store the packets for some
time, there by delaying the playout time of other packets. This
additionally imposed playout delay on voice packets by storing
in the jitter buffer allows the delayed packets to playout. But this
result in jitter buffer overflow and successive packets may be
lost. In order to solve these issues adaptive playout mechanism
is at the receiver side by considering both buffer size and buffer
delay. In this paper, Adaptive Neuro-Fuzzy Inference System
(ANFIS) model for training the fuzzy system is proposed to
predict the adaptive playout delay time of voice packets in jitter
buffer. This attempt to model prediction of jitter buffer delay
calculation to reduce packet loss at the receiver side gave very

good result. The results show that the ANFIS model is having
stronger capability to predict jitter delay than the state of the
art techniques.
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